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a b s t r a c t

In recent decades, the complexity of scientific and engineering problems has increased considerably. New applications and domains that use high
performance computing systems have been introduced. These trends are projected to continue for the foreseen future (Reed and Dongarra, 2015) [1]. In
many areas of engineering and science, High-Performance Computing (HPC) and Simulations have becomedeterminants of industrial competitiveness and
advanced research. In fact, advances in HPC architectures, storages, networking, and software capabilities are leading to a new era in HPC and simulations,
along with new challenges both in computing and systems modeling (Geist and Lucas, 2009) [2]. These developments are especially critical considering
that HPC systems continue to scale up in terms of nodes, cores, and accelerators, as well as software, infrastructure and tools, which in turn are expediting
the move on the path toward Exascale (Reed and Dongarra, 2015; Geist and Lucas, 2009; Dongarra and Beckman, 2011; Dosanjh et al., 2014; Engelmann,
2014) [1–5].

Scalability and availability represent two of the main requirements that need to be considered before conceiving of these large-scale systems (ASCAC
Subcommittee on Exascale Computing, 2010). The scalability feature allows the system to proportionately growwhen service demand increases, whereas
availability means the system continues to provide their services despite hardware and software failures (Theodoropoulos et al., 2014; Tang et al.,
2014) [7,8]. The goal in large-scale HPC is to accommodate both availability and scalability while staying under strict constraints on performance (e.g.,
processing time) and cost metrics (e.g., power consumption).

This special issue is envisioned to provide examples of research work on topics related to recent advances in High Performance Computing and
Simulations. It briefly addresses and explores challenges toward Exascale computing, current state-of-the-art in HPC and simulation, and the path forward
in the domains of large-scale HPC systems.

© 2018 Published by Elsevier B.V.

1. HPC hardware, software and applications domains

Advances in computer hardware and organization continue
to show phenomenal growth. This includes the development of
fast processors, new accelerators, and multicore chips. They also
comprise of larger and faster memory designs and new inter-
connects. However, several hardware challenges that are related
to the scalability and availability of the new and emerging pro-
cessor architectures (e.g., cores, accelerating techniques and re-
configurables), memory and storage techniques, interconnect and
networks, power and energy, performance optimization have to
be addressed. As an example, recent computers architectures are
dominated by interconnection networks, memory hierarchy, and
power-aware runtime algorithms and software to achieve scalabil-
ity [6,9–11]. Someworks stated that silicon photonic interconnects
could provide large bandwidth densities at high-energy efficien-
cies to help solve some issues related to the increased parallelism
and data intensity and movement [12,13]. Further research and
development of new techniques and tools are required to design
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and develop the suitable memory hierarchy that allows achieving
best data movement with adequate rates while reducing time
delays between levels. The scale-up of the system with millions
of running cores will also increase hardware faults and techniques,
dealing with this issue, need to be rethought. High performance
reconfigurable computers (HPRCs), based on FPGAs, proved to be
good candidates for computationally intensive applications such
as those in cryptography, image processing, medical and bioin-
formatics. The introduction of Graphics Processing Units (GPUs),
with hundreds of cores on a single chip, into HPC represents a
large strategic change in the architectures being used for acceler-
ating data-intensive scientific computing. These hardware devel-
opments will need to be further explored toward accomplishing
Exascale performance and capabilities.

Concurrent with hardware research and development, it is
essential to design and introduce software systems and infras-
tructure that will support the new developments envisioned. This
should cover programming models, compiler design, and runtime
systems and support. More specifically, according to [14] ‘‘Systems
software designers need to rethink programming models, compilers
and runtime systems for this new era of fine-grained parallelism,
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strong scaling, and resilience on heterogeneous and hierarchical hard-
ware. They need to offer programming techniques that will be pro-
ductive and performant across manymachine generations, and across
current and emerging application domains.’’ Dynamic and efficient
resource utilization is also of most importance in large-scale HPC
systems. In fact, the distribution of dynamically changing compu-
tational tasks onto the available system resources has to be con-
sidered together with dependability concepts in order to address
both resources availability and powerminimization requirements.
Therefore, novel techniques are required to support the optimiza-
tion of the tradeoffs among the scalability and availability, while
minimizing power at multiple levels of the system. For example, at
system level, all sub-systems, from operating systems, file systems
and I/O, to runtime environments, system management, and lan-
guages have to be reconsidered and tackled. Software development
sub-components, mainly compilers, debugging tools, software li-
braries, and middleware, should be redesigned and adapted to
these new Exascale platforms.

High Performance Computing systems are mainly used in
domains with complex data-intensive applications [15]. High-
performance computing applications use advanced mathematics
(e.g., nonlinearity, discrete and continuous variables) and require
sophisticated algorithms that could scale up for sizeable levels of
parallelism.HPC-based simulations, or simulation-based engineer-
ing science [16,17], are now widely accepted by many enterprises
as a way of testing new solutions and discoveries in many appli-
cation domains such as materials by design, development of next
generation combustion systems, virtual products and engineering
design, cryptography, medical/bioinformatics, image processing,
cosmology and astronomy, climate change and weather predic-
tion, multi-scale and nano-scale materials, financial and business
processing, and risk analysis for decision making and support. For
large-scale HPC, existing solutions in these domains have to be
further investigated and rethought in order to be executed on
Exascale computing infrastructures. HPC enables engineers and
designers to improve product design quality and productivity by
efficiently exploring the large design space to figure out better
engineering solutions/options [18]. Furthermore, companies are
expected to deliver more business value to their end-customers
in the dynamically changing business environment. This could be
achieved by, for instance, (i) reducing the product development
cost and time while increasing the performance; (ii) solving the
interoperability problem among the large and increasing number
of tools; and (iii) lowering the processing time while maintaining
easy visualization of large, multiple simulations data sizes. For ex-
ample, ANSYS [17,19] have developed simulation tools for product
design and optimization by exploiting HPC platforms to decrease
simulation time and increase accuracy.

Most of these applications are computationally intensive. Sci-
entists have traditionally sought these capabilities by paralleliz-
ing their algorithms across processor clusters and platforms [20].
However, further research in this area is required by the HPC com-
munity to provide designers/engineers with modified algorithms
and toolboxes that are needed to run these applications at very
high speeds while significantly cutting down their ‘‘wait time’’.
Furthermore, the management of massive amount of parallel sim-
ulations together with the visualization of simulations results are
difficult to handle and requires a holistic HPC platform because of
the following reasons: (i) simulations use complex mathematical
algorithms that could take long computation times with less accu-
racy; (ii) there are no existing platforms that integrate the increas-
ing number of simulation tools; and (iii) lack of interoperable tools
to extract performance measures from massive simulations data.

While HPC systems can scale up to increase the applications
performance or provide new services, developing applications be-
comes a very complex task. Therefore, providing unified program-
ming models, libraries, and toolboxes, is required to enable engi-
neers/designers to focus mainly on designing and implementing

their applications. I.e., parallel algorithms are required for well-
defined needs and applications to exploit HPC resources. This will
also allowmanaging transparently all HPC issues for engineers and
designers (e.g., job scheduling, results collection) by hiding the
HPC implementation to reduce costs and delays. More precisely,
these toolboxes/libraries will make HPC easy to use and widely
accessible to the designers so they can focus on how to solve their
problems instead of focusing on computing systems issues, such
as parallelization, data distribution, scheduling, and applications
tuning.

Cloud computing continues to play a major role in many ex-
isting and emerging application domains [21,22]. Its relevance to
HPC and vice versa is clear, although the boundaries between the
two are converging [23]. Up-and-coming Big Data based applica-
tions, which are a significant challenge for validating the ongo-
ing importance of cloud computing as a platform for extracting
business-valued information from large volumes of data, are be-
ing introduced and developed at an unprecedented pace [24,25].
Moreover, recent advances in pervasive computing and ad hoc net-
works (especiallymobile), the increasing deployment of Internet of
Things (IoT) infrastructure andwearable sensors in public facilities,
buildings andhomes, and outdoor environments, togetherwith the
rapid growth of using social media (e.g., Facebook, Twitter, Insta-
gram), add another dimension to existing issues and the connec-
tion to HPC systems [26]. Big Data is characterized by its velocity,
variety and value. Its diversity, which ranges from structured data
to fully unstructured data, requires sophisticated and real-time or
near-real-time analysis techniques. In fact, the variety of these data
need to be processed in real-time to reveal the hidden patterns
that are required to act on and provide mitigation actions near-
real time. These requirements are necessary in different domains
such as in healthcare, city resourcemanagement and emergencies,
environment monitoring, and transportation planning and man-
agement.

Gathering, storing, processing, and analyzing large amount of
data as rapidly as possible creates new research and develop-
ment challenges for the HPC community. For instance, Big Data
analysis and visualization require many capabilities, which can be
embedded in architectures that are usually organized in a layered
fashion [27,28]. The following high level five layers reference archi-
tecture, from top to bottom, represents the one proposed recently
by NIST [27]:

(i) system orchestrator which provides the overarching require-
ments that the system must fulfill, such as policy, gover-
nance, architecture, resources, and business requirements.
It also includes monitoring or auditing activities;

(ii) application provider layer which is built to provide a con-
crete Big Data solution and interface to a real-world (data
provider and data consumer) use case. It includes functions
such as querying, data preparation, access, analytics and
visualization;

(iii) processing, computing and analytics layer that allows the ex-
ecution of parallel programming models (e.g., Map-Reduce,
BSP) and the storage/retrieval of data through data batch,
data interactive, or data streaming (e.g., Hadoop/HDFS);

(iv) middleware and platforms layer for data organization, access,
distribution, including file systems and libraries that provide
pre-built parallel algorithms such as machine learning and
text mining; and

(v) infrastructure layer that provides an adaptable hardware
resources (e.g., CPUs, memory/storage, disk-intensive, and
interconnects) as well as virtual resources for supporting
massively parallel and heterogeneous tasks. The layer can
also be based on cloud computing infrastructure and virtu-
alization technologies.
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Layers (iii)–(v) above are considered part of the BD framework
provider layer in the proposedNIST architecture. TheNIST architec-
ture includes two additional services in the framework: resource
management andmessaging/communications. It also incorporates
two fabrics that cloak all components in the architecture: Security
and Privacy fabric and Management fabric. The twomost common
deployment configurations of this architecture are: (a) directly
on physical resources; or (b) on top of an IaaS cloud computing
framework. The choices between these two configurations are
driven by needs of efficiency/performance and elasticity.

The interdisciplinary nature of these research topics is of
paramount importance. Through the collaboration and synergy
among different fields such as the domain science, mathemat-
ics/statistics, computer science and engineering, modeling and
simulation, etc., one can find an optimal system and solution. It
requires more comprehensive approaches to tackle complex real-
world challenges.

In summary, at the hardware level, new processors, memory
hierarchy, and interconnects have to be taken into consideration
when designing large-scale Exascale HPC systems. At the soft-
ware level, compilers, libraries, and other middleware, should be
adapted to these new platforms. At the applications level, algo-
rithms, programming models, data access, analysis, and visualiza-
tion tools, have to be redesigned when developing applications
in Exascale computing infrastructures. Exascale HPC systems will
incorporate cloud computing and Big Data.

In the rest of this manuscript, we describe the works of this
special issue and their themes. The articles tackle research on
different topics, including HPC and HPC-based simulations, many-
cores systems, cloud computing, data science, aswell as real-world
simulations and applications.

2. Themes of this special issue

This special issue ‘‘On The Road to Exascale: Advances in High Per-
formance Computing and Simulations’’ contains selected research
papers addressing the state-of-the-art and novel research direc-
tions on theoretical and practical aspects of high performance and
large-scale computing systems, their use in modeling and simula-
tions, their design and use, and their impact on emerging applica-
tions and domains. We received 30 proposals and 24 manuscripts
were submitted for consideration. The majority of these papers
have been selected based on substantive extensions of the original
presentations at the 2014 and the 2015 IEEE International Con-
ferences on High Performance Computing and Simulation (HPCS
2014 and HPCS 2015), which were held in Bologna and Amster-
dam, respectively [29,30]. An international technical committee
has carefully reviewed the extended and revised versions of these
papers, and 17 manuscripts have been selected for this special
issue.

The topics addressed in the selected set of accepted papers
tackle research and development on different subjects and can be
organized according to the sub-topics described in the following
sub-sections.

2.1. Multicore, coprocessors, accelerators, and many-core architec-
tures

By the times of HPCS 2014 and HPCS 2015, Petaflops computing
has been fully established, with over sixty systems completely
functional [9,10]. Three main technology architectures, namely
commodity, commodity with accelerators, and special purpose
lightweight cores are in use. HPC usage is worldwide, along with
growing industry-based and new markets and application do-
mains. The road to Exascale computing seems to be wide and
clear. That said, there are some serious challenges to address,

ranging from performance, availability and efficiency, integration,
to power, thermal, memory access and interconnects. In short,
to reach the Exascale level, we will need new approaches and
technologies.

Concurrent with the unprecedented progress in designing
large-scale integrated circuits and systems, industry is, however,
facing real challenges regarding certain aspects such as speed and
density of processors that can be placed on a chip system, low
power consumption and acceptable heat dissipation levels. Fur-
thermore, Moore’s and Dennard’s Laws indicated that thousands-
cores on-chip can be integrated in the next decades in order
to meet the power and performance requirements of applica-
tions [31,32]. Once Dennard’s Law broke around 2004, multi-
core and many-core architectures have emerged to integrate hun-
dreds of processors in a single chip in order to increase per-
formance while reducing power consumption. However, while
microchip technology miniaturizes and gates become faster and
more energy-efficient, interconnects used for the communications
between cores and modules perform relatively slowly and are
more power-hungry. The communications backbone represents
one of the most important components in determining the overall
performance, reliability, and cost of future many-cores systems.
It is projected that the next generation of systems will be more
integrated, 3D design with a photonic network.

About two decades ago, Network-on-Chip (NoC) emerged as a
pervasive communications fabric to interconnect different cores
in many-core chips and as a solution to non-scalable shared bus
schemes. The main objective is to separate the communication
from the computation paths while satisfying quality of service
requirements, optimizing resources’ usage, andminimizing energy
consumption. System-on-Chip (SoCs) applications require an ef-
ficient NoC to handle a large amount of traffic by providing low
latency communications and high throughput while minimizing
the area overhead and energy consumption [33]. While several
challenges have to be addressed, efficient design of on-Chip com-
munications techniques may offer a unique solution for high-
performance SoC [34]. For example, in NoCs, congestion poses sig-
nificant impact on application performance and network through-
put. Several approaches have been proposed to avoid congestion,
either at routers or links levels [35]. As a contribution in this
research direction, Maqsood et al. [36] tackle the congestion issue
by focusing on efficient core mapping in order to reduce network
contention and end-to-end latency. They propose a congestion-
aware coremapping technique using a betweenness centralitymet-
ric to alleviate congestion from highly loaded links. Simulations
results demonstrate that the proposed technique outperforms First
Fit and Nearest Neighbor core mapping algorithms in terms of
network load and end-to-end latency.

In addition to the development of appropriate benchmarks
to evaluate new and emerging many-core architectures, the de-
velopment of actual applications is required to show the archi-
tectures’ effectiveness in reducing the execution time and other
performance metrics. Melab et al. [37] propose two parallel mod-
els, named offload and native, of a Branch-and-Bound algorithm,
which is already designed for general purpose CPUs and Intel Xeon
Phi coprocessors. In the first model, parts of the code are processed
on the device, while in the second one, both the code and the
required libraries are transferred to the device. Experiments con-
ducted show that offloadmode suffers fromdata transfer overhead
between host processors and co-processors while the native mode
shows better overall performance. Vectorization is also introduced
and results show that the work pool approach outperforms the
master-worker approach because of better load balancing. In fact,
the experiment’s results show a less performance improvement
benefit from vectorization in the host against vectorization on the
device.
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Pseudo-random number generators (PRNGs) are algorithms
used inmany computationally intensive applications, such asmod-
els and their simulations, security and cryptography, gaming de-
signs, etc.. They can be parallelized and run onHPC systems such as
multicores, Graphics ProcessingUnits (GPUs) and accelerators [38].
The right selection of such generators and their optimization for
various hardware architectures represent someof the fundamental
issues to consider. As an example, the introduction of GPUs, with
hundreds of cores on a single chip, into HPC represents a major
change in the architectures being used for accelerating scientific
computing. They are one of the key architectures that have steadily
gained attention from the HPC community. They are becoming
increasingly themain building blocks of large-scale HPC platforms.
Riesinger et al. [39] investigate and analyze the properties of three
different pseudo random number generators: Ziggurat method,
rational polynomials, and the Wallace method. They show how
these approaches can be used for an efficient implementation
on GPU based systems. Using several benchmarks, the results
obtained show that their implementation outperform some well
established normal pseudo random number generators on GPUs,
while achieving generation rates of up to 4.4 billion normally
distributed random numbers per second per GPU.

One of Exascale Computing main goals is developing and im-
plementing systems that support large-scale applications require-
ments. Chip Multi-Processors (CMPs), with their increasing num-
ber of cores interconnected through fast NoC, have been emerged
to be a part of these systems. However, the scalability andmemory
design of CMPs are still issues that need to be addressed. In this
context, Mencagli et al. [40] highlight the importance of reducing
the overhead introduced by both the hardware architecture and by
the run-time system of parallel programming frameworks. They
introduce a cache-coherency approach, named home-forwarding,
to enable high-scalability CMPs,mainly by reducing the contention
among caches. Experiments using an emulated scenario on a Tilea
TILEPro64 CMP are conducted and results show the effectiveness of
the proposed approach, achieving best gainswith very fine-grained
computations and large parallelism degrees.

More studies have adopted the incorporation of Graphics Pro-
cessing Units (GPUs) multiprocessors as one of the most feasible
solutions to attain Exascale computing capabilities [11]. However,
aspects of the GPU based hardware architecture, mainly the mem-
ory hierarchy, need to be rethought and more extensively studied
to be adapted as an efficient and reliable component of future
Exascale computers. Analytical and design space exploration tools
of these systems are required to figure out eventual bottlenecks
and design pitfalls. In this direction, Candel et al. [41] highlight
the importance of implementing the GPU memory architecture
features in the cycle-accurate simulator ‘‘Multi2Sim’’. Authors
first present a detailed performance analysis of different memory
subsystems by focusing mainly on Miss Status Holding Registers
(MSHR), memory request coalescing mechanism, GPU cache co-
herence protocol, memory controller and off-chip Graphics Double
Data Rate (GDDR) memory. Simulation results show the benefits
of using these extensions in AMD Southern-Islands 7870HD GPU
architecture with three versions of executables, running on certain
memory subsystem and cache hierarchy. Largely, the results show
that the proposed implementation achieves a significant accuracy
over the initial version of the simulator.

Increasing the number of cores per nodewill lead to an increase
in CPU performance. However, this increase will not be matched
by I/O performance, for instance. Consequently, most applications
cannot exploit this gain in parallelism. To address these bottle-
necks, migration of processes among nodes will be necessary. This
means co-scheduling will have to be employed and runtime dy-
namic schedulingwill be required [42]. Zhang et al. [43] also stated
that designing massive multi-core processors with high through-
put and efficiency requires dealing with the mismatch between

large number of cores inGPGPUs and small on-chipmemory capac-
ity. The authors putmore emphasis on efficient threads scheduling
as a promising method to alleviate this mismatch problem that
could negatively affect the performance due to excessive threads
contentions. They propose a warp scheduling scheme for GPGPU
architecture by promoting the locality between warps in order
to reduce the latency related to memory accesses while improv-
ing the performance. Experiments were conducted on GPGPU-sim
platform and the results show the effectiveness of the proposed
scheduling technique in enhancing GPU performance. It provides
good performance over a variety of applications with different
characteristics.

The development of analytical performance models, also called
abstract parallel machine models (e.g., Parallel Random Access
Machine – PRAM - model), for theoretical asymptotic evaluation
of algorithms on emerging multicore and many-core architectures
is another research topic that needs to be reconsidered [44,45].
The programming model used in these architectures uses fine-
grain programming style that makes parallel computational per-
formance modeling & analysis a challenging task. In this research
context, Ma et al. [46] analyze the asymptotic execution time of
parallel algorithms on highly-threaded many-core machines, such
as GPUs, using the Threaded Many-core Memory (TMM) model.
They mainly analyze the effectiveness of TMM model on NVIDIA
GPUs and on CRAY XMT processors using five classic problems:
suffix tree/array for string matching, fast Fourier transform, merge
sort, list ranking, and all-pairs shortest paths. They also consider
three other problems: memory access operation, matrix multipli-
cation, and sequence alignment algorithm. Experimental results
show that the TMM model is effective in terms of predicting the
empirical performance of algorithms by studying the effect of
changing the problem size, thread count, andmachine characteris-
tics, like memory latency and local memory size, on the execution
time.

2.2. High-performance modeling and simulations

In many domains, compute-intensive simulations are based
on complex scientific theories that require easy-to-use readily
available HPC infrastructures in order to help infield users to fo-
cus on how to solve their problems, instead of focusing on the
parallelization and data distribution issues [16]. This implies the
need to make HPC easy to use and widely accessible platforms to
the applications designers, engineers, and scientists so that they
can concentrate on solving their challenging problems instead of
focusing on computing systems issues, such as proper paralleliza-
tion, data distribution, memory management, task scheduling and
load-balancing, data visualization, hardware and software failures,
etc. More precisely, despite their domains expertise, the users are
not necessarily HPC experts in the course of applying sophisti-
cated theoretical models in computational simulations. As a result,
they require readily available, easy-to-use HPC based solutions to
speed-up their simulations while hiding the underlying complex
computing and data distribution.

Historically, several science gateway frameworks and appli-
cation programming interfaces (APIs) have been developed for a
target research domain. However, selecting themost suitable tech-
nologies and tools for each specific use case is necessary in order
to reduce the implementation efforts while enhancing the re-use
of existing tools and frameworks. In this regard, Gesing et al. [47]
introduce a general architecture of science gateways together with
relevant requirements, criteria, and examples that are requisite
to design efficient science gateways. Authors proposed a frame-
work with specific checklists to allow domain researchers in many
areas (e.g., materials by design, development of next generation
combustion systems, virtual product design, cryptography, image
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processing, andmedical/bioinformatics) to select themost suitable
technologies and tools for their specific science gateways.

Adaptive approaches that allow automated tuning of scientific
applications [48,49] have been proposed, either at software level,
application level, or system level, to minimize the execution time
of scientific applications. Jakobs et al. [50] stated that existing
auto-tuning approaches have mainly focused on minimizing the
execution time of HPC applications. Instead, authors put more em-
phasis on energy efficiency as an importantmetric that needs to be
taken into considerationwhen developing auto-tuning approaches
for scientific applications on new HPC systems. They introduce a
method of tuning linear algebra by using an adapted ATLAS library
for energy efficient multicore systems. The authors consider the
ATLAS library for energy-optimizing linear algebra, with the aim
of lowering power consumption by carefully selecting important
parameters, such as block size, loop unrolling factor, crossover be-
tween implementations, copy/no copy of matrices, simultaneous
multithreading, and hardware locality of the threads. Results show
the efficiency of the auto-tuning process in obtaining an energy-
optimized ATLAS library while lowering the execution time.

Monitoring of the environment and weather forecasting have
become fundamental research areas that employ HPC based sys-
tems and technologies. They aim at providing systematic stud-
ies to reveal the current state of the environment or the pro-
jected climate changes anticipated. These will help detect new and
hidden states, including major storms patterns, food shortages,
water supplies, pollutants increases, and forest fires propagation.
Modeling and simulations are essential assets for measuring cur-
rent environmental changes and predicting the occurrence of new
events. For instance, forest fire propagation prediction focuses on
the improvement of early warning and detection of damage in
order to provide extinction services and mitigating the effects of
such hazards. Several fire prediction and propagation models and
simulators have been proposed and developed. Thesemodels need
a large number of parameters that describe the actual fire situation,
such as wind speed and direction, terrain elevation, humidity,
temperature, and vegetation map. Obtaining accurate forest fire
propagation predictions requires accurate values for these param-
eters that are specific to each point of the studied terrain. Sanjuan
et al. [51] indicated clearly the necessity of a wind field model
that provides the wind speed and direction with the forest fire
propagation model in order to improve the prediction accuracy.
However, computing the wind field with high resolution requires
the creation of a dense and large mesh describing the terrain and
linear systems that entail a large number of iterations and take a
prohibitive amount of time to be solved. The authors first apply
domain decomposition [52], which was proposed as a promising
approach for solving such systems, and use WindNinja as a wind
field simulator. The simulator employs the Preconditioned Conju-
gate Gradient (PCG) solver along with the Symmetric Successive
Over-Relaxation (SSOR) and Jacobian preconditioners. The work
presented in their paper aims at reducing the execution time of
the WindNinja wind field simulator by parallelizing the model
using themessage passing paradigmnested on the sharedmemory
approach already implemented in themodel. The authors leverage
on a domain decomposition approach in which each process (i)
independently elaborates the linear system on its subdomain; and
(ii) exchanges the boundary elements with its neighbors until the
convergence is reached. Results demonstrate an improvement in
the execution time.

Load balancing is usually important issue for scientific simu-
lation applications, such as those in molecular and astrophysical
fluid dynamics, that exhibit dynamic workload variations due to
the non-uniform and dynamic distribution of simulated physical
or chemical phenomena over the spatial domain. In this type of
applications, static decomposition approaches that decompose the

simulation domain have shown their limits because of the high
synchronization time as well as energy consumption. Several run-
time load balancing and workload partitioning approaches have
been proposed in the literature, which aim at changing the work-
load at run-time by migrating tasks between system nodes. How-
ever, the overhead, especially communication andmigration costs,
of these dynamic load-balancing approaches could considerably
increase for large-scale HPC systems. Lieber and Nagel [53] tackle
this issue by proposing a hierarchical and scalable partitioning
approach that provides nearly optimal balance. Experiments were
conducted and results show the effectiveness of the proposed
approach compared to existing algorithms in terms of load balance
and overheadmitigation. Results show 10% performance improve-
ment of when executing an atmospheric simulation model.

2.3. Cloud computing, data centers and infrastructures

Cloud-based computing has been introduced as a promising
and definitive infrastructure for easily managing and improving
the resource utilization and energy efficiency of current and future
data and computing centers [54,55]. Cloud-based computing is
established on the notion that the delivery of hosted services will
be achieved via the Internet, not on-premise, through a network of
remote servers. The remote servers are engaged in storing, manag-
ing, and processing data. On the other hand, multicore and many-
core processors have been employed to achieve high performance
and energy efficiency of future data centers andCloud services [21].
Three trends are the main drivers: powerful accelerators, large
datasets, and algorithms, especially those used in deep learning
and AI. The main capabilities of a Cloud-based computing system
usually include Infrastructure as a Service (IaaS), Software as a
Service (SaaS), and Platform as a Service (PaaS). These will provide
for compute resources, storage, networking, accessing and paying
for software, application platforms, integration, business process
management and database services. Cloud-based computing has
some critical challenges to address [22,56]. These range from ser-
vice provisioning, virtual machine migration, traffic and energy
management and analysis, storage technologies and data man-
agement, to security and privacy, lack of resources and expertise,
compliance/governance/control, and cost.

Simultaneously sharing large number of parallel tasks and re-
quests on multiple manycore processors is an important issue
that has to be examined closely. Optimizing energy consumption
and still maintaining a good performance have to be included as
main constraints for developing new allocation and scheduling
approaches in these environments. In this context, Li [57] puts
more emphasis on the usefulness of employing multicore and
many-core processors as an effectiveway of achieving high-energy
efficiency in Cloud computing environments. The author contends
that tasks allocation and scheduling with energy and performance
constraints is one main issue to address. This is especially nec-
essary with multiple manycore processors in a Cloud comput-
ing data center, where resources are simultaneously shared by a
large number of parallel tasks and requests. He considered the
problem of energy and time constrained parallel tasks allocation
and scheduling on multiple manycore processors in a Cloud com-
puting environment as an optimization problem. The author de-
veloped pre-power-determination and post-power-determination
algorithms with continuous or discrete speed levels. These algo-
rithms were evaluated analytically and experimentally. Results
show their effectiveness in Cloud computing environments that
employ manycore processors.

Scalability of data centers to accommodate the ever-increasing
demand of HPC applications is another important issue that needs
to be tackled, especially when higher volumes of data have to be
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transported promptly among thousands of nodes [58]. Optical-
based networks have been recently introduced as an efficient com-
munication backbone to overcome bandwidth and latency bottle-
necks in large-scale data centers. As a contribution in this direction,
Meyer et al. [59] tackle a significant problemof designing an optical
switch for data center systems. The authors present a general
architecture for optical packet switches (OPS) by focusing mainly
on reducing the number of packet collisions. They introduce a gen-
eral methodology that concentrates first on HPC application traffic
characterization based on offline traces to target OPS networks.
This is required for conducting performance analysis when using
the optical switches for large-scale data centers. The authors also
provide an evaluation analysis of OPS devices in HPC environments
using a concurrency-aware technique for minimizing the amount
of collisions. Results obtained show a reduction in both collision
rate and buffer utilization.

Security and privacy concerns [60] are of paramount impor-
tance in Cloud-based systems, especially when adding mobil-
ity [61,62]. Mobile devices and smartphones are increasingly used
to carry out activities that contain sensitive personal data. Re-
searchers seek out software/hardware solutions, such as virtual-
ization techniques, encryption/decryption, applications migration,
authentication, and privacy schemes in order to allow users to
secure their data that are processed in a remote platform (the
cloud environment). Guerara et al. [63] pointed out that existing
password-based authentication methods are vulnerable to spy-
ware attacks. They argue that recent approach, named CAPPCHA
(Completely Automated Public Physical test to tell Computers and
Humans Apart), could be combined with password-based authen-
tication methods in order to separate humans from computers
while maintaining a high level of usability and providing resilience
to automated attacks. The authors first discuss the hardware re-
quirements for a secure implementation of CAPPCHA and then
show its feasibility with current technologies. They conduct ex-
periments to evaluate the usability of CAPPCHA and compare it
with other existing approaches. Results show that the proposed
schemeprovides high-level of usability aswell as resiliency against
common attacks (e.g., brute force attacks, side channel attacks,
spyware-based recording attacks.)

2.4. HPC and data science: Big Data access, analytics, and visualiza-
tion

Many real world systems, applications and scientific problems
depend on the ability to collect, store, analyze and compute on
increasingly large amounts of data, and this trend is expected to
continue at an accelerated rate [64]. This has been long recognized
by the scientific communities and motivated several international
initiatives [15,65–67]. The Big Data paradigm consists of the dis-
tribution of data systems across horizontally-coupled independent
resources to achieve the scalability needed for the efficient pro-
cessing of extensive datasets [68]. Big Data Ecosystem includes all
components that are involved in Big Data production, processing,
delivery, and consuming. Big Data and Data-Intensive/Data-Driven
problems are characterized by volume, velocity (e.g., streaming),
variety (text, audio, video, graphs), variability (changes both in the
structure of data and their underlying semantics, especially in real-
time cases), and veracity (data sources are uncontrolled and not
always trustable) [69,70]. The first two attributes imply the need
for scalability and inevitably lead to HPC based requirements to
handle the challenges. No wonder why major industry developed
solutions to exploit massive parallel processing HPC architectures
(MapReduce, BigTable, Google File System (GFS), DynamoDB, Ki-
nesis, HBASE and Cassandra, Hadoop and Hadoop Distributed File
System (HDFS), Spark, HDInsight, MLlib, Mahout, Berkley Data An-
alytics Stack (BDAS), Lustre, Yarn, LexisNexis HPCC, Apache Kafka,

Pregel, GraphX, etc..) The link between HPC, Cloud and Big Data
is becoming increasingly clearer and the boundaries are gradually
vanishing [70–74].

Big Data and Data-Intensive discoveries require a new trust-
worthy infrastructure to support both distributed data (collec-
tion, storage, processing) and metadata/discovery services. The
intersection of HPC and Big Data has, on one hand, traditional
HPC tasks with Big Data tools (e.g., linear algebra with MLlib +
Breeze and jblas.) On the other hand, traditional Big Data tasks on
HPC systems involve scalable parallel interoperable data analytics
libraries (e.g., SPIDAL) [71,75–77]. With the development of new
architectures, middleware, and software tools and libraries, the
convergence of HPC, Cloud and Big Datawill be realized, in time for
the Exascale era. According to Cray’s Barry Bolding, Cray is focused
on a converged analytics/big data/HPC roadmap [78]. ‘‘We believe
that the supercomputing infrastructure of the future is a big data
infrastructure. They are synonymous. They don’t separate. If you
want to be a supercomputing company in 2020, you better have
an infrastructure that’s able to do those workloads and do them
well’’.

Data-intensive scientific applications [15,64,65,79], such as
those in astronomy and bioinformatics, could be represented as
workflows that are typically composed of many data-intensive
tasks [67]. However, these workflows generate large data amounts
that could affect the performance and scalability since they could
not be efficiently handled by disk-based distributed file systems.
In-memory runtime distributed file systems have been recently
proposed to handle the bottleneck of disk-based distributed file
systems. To this end, Uta et al. [80] introduce MemEFS, an in-
memory file system, in order to hold intermediate data, instead of
writing them to hard disks. The proposed approach could dynam-
ically adjust the memory space according to applications’ storage
demands in order to improve the system efficiency with an addi-
tional overhead in terms of memory space. Experiments were con-
ducted to evaluate MemEFS in terms of elasticity and adaptability
using scientific workloads. The aim was to show howMemEFS can
control the trade-off between resource utilization efficiency and
application performance. Results show an improvement in both
resources utilization and bandwidth utilization while incurring
slight performance overhead against static policies.

Furthermore, these applications are generating high volume of
time-varying complex data sets, making their visualization and
analysis a more challenging task. Approaches and tools to be inte-
grated in the same HPC infrastructure for both numerical simula-
tion and visualization will have to be developed. As a contribution
in this field, Nonaka et al. [81] investigate an approach that uses
the same supercomputer for both simulation and visualization
in order to minimize the heavy image movement problem. More
precisely, authors provide a parallel image compositor tool, named
234Compositor, for realizing scalable visualization on the K com-
puter users by investigating its scalability for the next-generation
supercomputing systems with higher users’ demands. They also
specify that the proposed framework, 234Compositor, uses hybrid
MPI and OpenMP parallelism in order to take advantage of cur-
rent multi-node, multi-core architecture of modern HPC systems.
Authors also investigated the scalability of the 234Compositor by
executing a parallel image composition algorithm on the entire set
of computational nodes of the K computer with 663,552 CPU cores.

Similar to data-intensive HPC applications, context-aware ap-
plications and services, such as those in healthcare and intelligent
transportation systems, require the handling of evolving streams
of data and events in which patterns change over time [26]. The
emergence of this type of applications and recent advances in
designing and manufacturing wearable devices together with the
large deployment of sensors/actuators in public facilities, buildings
and homes, as well as outdoor environments bring new challenges
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to high-performancedevices architects anddesigners.More specif-
ically, these devices could be used to acquire and collect huge
volume of data that need to be processed and analyzed in real-
time. This type of devices has to be powerful in terms of computing
and data processing. Along these lines, Qiu et al. [82] highlight the
effectiveness of embedded multi-core SoC in order to handle big
data processing. They design a multi-core task-efficient device to
significantly improve computing performance. They also introduce
an efficient task scheduling strategy to achieve load balance and
avoid large-scale congestion. Experimental results show that the
proposed task scheduling strategy improves the processing speed,
while achieving load balance by avoiding large-scale congestion of
the sink.

3. Conclusions

The articles presented in this special issue provide examples of
recent advances in High Performance Computing and simulations.
Manuscripts address and explore challenges and current state-of-
the-art in the domain of large-scale contemporary HPC systems.
In particular, the articles tackle scalability and availability issues
at hardware, system, and application levels, including data centers
and cloud computing infrastructures, big data access and visualiza-
tion, multicore and many-core architectures, and their usefulness
in high-performance modeling and simulations on the road to
Exascale computing systems. The guest editors of this special issue
hope that readers can benefit from the perspectives presented in
themanuscripts to further address key challenges in these research
areas.
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