MPLS Technology

Traffic Engineering Concepts




What Is Traffic
Engineering?

—Term in common use in telephone voice
network world

— Measures, models, and controls traffic to
achieve various goals

— Provides an integrated approach to
engineering traffic at Layer 3 (ISO/OSI)




What Is Traffic Engineering?
Traffic Engineering Motivations

— Reduce the overall cost of operations by
more efficient use of bandwidth
resources

— Prevent a situation where some parts of
a service provider network are
overutilized (congested), while other
parts remain underutilized

— Implement traffic protection against
failures

— Enhance SLA in combination with QoS




Business Drivers for Traffic
Engineering

— Routers always forward traffic along the
least-cost route as discovered by IGP.

— Network bandwidth may not be
efficiently utilized:

* The least-cost route may not be the only
possible route.

* The least-cost route may not have enough
resources to carry all the traffic.




Business Drivers for Traffic
Engineering (Cont.)

— Lack of resources results in congestion
In two ways:

e When network resources themselves are
Insufficient to accommodate offered load

 When traffic streams are inefficiently
mapped onto available resources
— Some resources are overutilized while
others remain underutilized.




Congestion Avoidance and
Traffic Engineering

— Network congestion can be addressed
by either:

* Expansion of capacity or classical congestion
control techniques (queuing, rate limiting,
etc.)

* Traffic Engineering (TE), If the problems
result from inefficient resource allocation

The focus of TE Is on congestion problems
that are prolonged, not on short-term bursts




Traffic Engineering with the
MPLS-TE Model

MPLS Backbone

= PE CE
-

— Tunnel is assigned labels that represent the path (LSP) through
the system.

— Forwarding within the MPLS network is based on labels
(no Layer 3 lookup).




Traffic Engineering with the
MPLS-TE Model (Cont.)

—The MPLS-TE LSPs are created by RSVP.

— The actual path can be specified:

* Explicitly defined by the system
administrator

* Dynamically defined using the underlying
|GP protocol




Traffic Engineering with the
MPLS-TE Model (Cont.)

Data Plane

C TO4YKW 3peHna nepepayn gaHHbIX TE HECKONBKO OTNIM4YaeTCcda OT

LDP. )KnupHbIM BblgeneHbl OTANYUA:

* B TE-TyHHenb Tpa(PmK HY)>XHO NOMECTUTb HAaCUJIbHO, TOraa
Kak B LDP OoH nonapaeT aBTOMaTU4YeCKHM

* [lepBbl MApPLIPYTM3ATOP HaBeLLNBAET BHeLWHOW MPLS-MeTKy
(PUSH LABEL)
TpaH3UTHbIEe MapPLUPYTM3aTOPbl CMOTPAT HAa Kakou NHTepgdenc
MOCTYNWUN NakKeT N 3Ha4YeHne MeTKN U, MOMEeHSAB €€ Ha HOBYIO
cornacHo Tabnnue MeTokK, OTNPaBAAIOT €€ B BbIXOAHON NHTepPdeNC
(SWAP LABEL)
[MpennociegHNn MapLpyTU3aTop CHUMaeT TPAHCMNOPTHYIO MeTKY
(POP LABEL, PHP — 3aBuUCUT OT peasin3aumnm n HacTpoek)
B cnyyae obpbiBa Ha NyTU TPadUK MOXXHO CNacTu NyTEM
rnepeHanpasJiIeHUA NaKeTOB B 3apaHee NoOAroTOBJ/IEHHbIN

TYHHeEJb.




Traffic Engineering with the
MPLS-TE Model (Cont.)

Control Plane

TepMunHonorus

LSP — Label Switched Path — ntobon nyTb Yyepe3 ceTb MPLS.

RSVP LSP — cooTBeTCcTBEHHO LSP, nocTpoeHHbIn ¢ noMouibio RSVP TE ¢
YHETOM HaAJIOXKEHHbIX OrpaHn4YeHnin. Mo)xeT TakXXe MHoraa Ha3sbiBaTbcsa CR-
LSP — ConstRaint-based LSP.

TyHHenb - 0aNH NN Heckosbko MPLS LSP, coeguHaowmnx gea LSR-
MapLlpyTnsaTtopa. Metka MPLS — 3T0 Mo cyTu TyHHeslbHasa MHKancynauus.
B cnydae LDP — kaxxabin LSP — 3TO oTAe/IbHbIN TYHHESb.

B cnyyae RSVP TyHHe/lb MOXXeT COCTOATb U3 O4HOIr0 UM HeCKOoJIbKnX LSP:
OCHOBHOW, pe3epBHbIN, best-effort, BpeMeHHbIN.

TE-TyYHHenb - TyHHe b, NOCTPOoeHHbIn RSVP-TE.

TEDB — Traffic Engineering Data Base — 10T e LSDB npoToKo010B
IS-IS/OSPF, HO C Y4ETOM pPeCYpCOB CETU, KOTOPbIE NHTepeCcHblI moayto TE.
CSPF — Constrained Shortest Path First — pacwunpeHune anropntma SPF,

KOTOPOE ULWeT KpaTyanlmm NyTb C Y4ETOM HAJIOXKEHHbIX OrpaHNYeHUA.




Traffic Engineering with the
MPLS-TE Model (Cont.)

Primary LSP
Two LSPs are available on the LSRC
network. The path LSRA-
>LSRB->LSRC->LSRD- .. S,
>l SRE is the primary LSP with -
an LSP ID of 2.

MPLS TE Tunnel

The path LSRA->LSRF-

>LSRG->LSRH->LSRE is the

backup LSP with an LSP ID of * e ¢
1024. The two LSP_s form an Backup LSP
MPLS TE tunnel with a tunnel

ID of 100, and the tunnel MELS TE Tunnel:

Interface is Tunnell. Tunnel Interface = Tunnel 1
[unnel ID =100

Primary LSP ID =2

Backup LSP 1D = 1024




the MPLS-TE Model (Cont.)

Link Attributes

e Total link bandwidth

Maximum reservable bandwidth

TE metric

Shared risk link group (SRLG), a group of links that share a physical resource

Link administrative group - A 32-bit vector that identifies link attributes, also called a link
color. Each bit can be set to 0 or 1 by the network administrator. A link administrative group
identifies an attribute, such as the link bandwidth or performance. A link administrative group
can also be used for link management. For example, it can identify that an MPLS TE tunnel
passes through a link or that a link is transmitting multicast services. The administrative group
attribute must be used with the affinity attribute to control path selection.




Traffic Engineering with
the MPLS-TE Model (Cont.)

NMpouecc nocTtpoeHus LSP:

* IGP cobupaeT mHpopmaumnio (n 3anonHaeT TEDB):
— O JINHNAX N CceT4dXx,

— O MeTpuKax,
— O OOCTYMHbIX pecypcax,
— O XapaKTepucTmkax JIMHUN,

RSVP-TE Bbi3biBaeT CSPF 1 nepenaeTt eMy orpaHn4veHuns, Kotopble

MoryT BbITb CnenylWwnMn:

— Tpebyemas nosoca nponyckaHus,
— onpenenéHHbIN NyTb UK JINHUN,
— XapaKTePUCTUKU JINHUW.

N3 3anpoca RSVP-TE CSPF 6bepéT orpaHun4yeHus, a us TEDB —
peasibHYyl0 MHopMaUnio o ceTu. N BblHncngeT MapLUpyT.

Korgoa mapwpyT nosyyeH, RSVP-TE otnpasnsaeT coobweHmne RSVP
PATH KoHe4yHOMY PE Cc 3anpoCcoM Ha pe3epBuUpoBaHMe pecypcCcos.
KoHe4HbIn PE Bo3BpalaeT coobueHne RSVP RESV — Tak
pe3epBUPYIOTCA pecypcbl Ha BCEM nyTu. Ecnm RESV BepHyncs,
RSVP LSP/TyHHenb nogHMmaeTcs.




Traffic Engineering with the
MPLS-TE Model

RSVP-Resource ReSerVation Protocol (RFC 2205) - 1993

The source node sends a special message in the RSVP Protocol format over
the network before transmitting data that requires a certain non-standard
guality of service (for example, constant bandwidth for video transmission).
This message contains:

* type of information being transmitted

* bandwidth required.

It is transmitted between routers from the sending node to the destination
address, and the sequence of routers in which you want to reserve a certain
bandwidth is determined.

* When the router receives this message, it checks its resources.

* If the required bandwidth is achievable, the router configures the packet
processing algorithm so that the specified bandwidth is always provided, and
then sends the message to the next router along the path.

* In the absence, of the bandwidth the router rejects the request.




Traffic Engineering with the
MPLS-TE Model

* The Path Packet reaches the recipient of the stream, who sends back a Resv
message, confirming the allocation of resources throughout the path.

* The Original sender, having received Resv, understands that everything is
ready for him, and he can send data.




MPLS TE Components

10.10.2021



Traffic Tunnels:
Concepts

* The concept of traffic tunnels (MPLS-TE
tunnels) was introduced to overcome
the limitations of hop-by-hop IP routing:
— A tunnel Is an aggregation of traffic flows

that are placed inside a common MPLS label
switched path.

— Flows are then forwarded along a common
path within a service provider network.




— Unidirectional single class of service model
encapsulates all of the traffic between an
Ingress and an egress router.

* Different classes of service model assigns traffic
Into separate tunnels with different characteristics.




Traffic Tunnels -
Characteristics

— Traffic tunnels are routable objects
(similar to ATM VCs).

— A traffic tunnel is distinct from the MPLS
LSP through which it traverses:

* In operational contexts, a traffic tunnel can
be moved from one path onto another

— A traffic tunnel is assighed attributes
influencing its characteristics.
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— Attributes are explicitly assigned to traffic tunnels
through administrative action.

— A traffic tunnel is characterized by:
* Its ingress and egress label switch routers

 The forwarding equivalence class that is mapped
onto it

A set of attributes that determine its characteristics




Traffic Tunnels - Attributes
(Cont.)

The administrator enters the relevant information
(attributes) at the headend of the traffic tunnel:

Traffic parameter—resources required for tunnel (e.qg.,
required bandwidth)

Generic path selection and management—path can be

administratively specified or computed by the IGP

Resource class affinity—include or exclude certain links for
certain traffic tunnels

Adaptability—should the traffic tunnel be reoptimized?

Priority and pre-emption—importance of a traffic tunnel and
possibility for a pre-emption of another tunnel

Resilience—desired behavior under fault conditions




Attributes
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 Resource attributes (link availability) are configured
locally on the router interfaces:
— Maximum bandwidth
 The amount of bandwidth available
— Link affinity string
» To allow the operator to administratively include or exclude
links in path calculations
— Constraint-based specific metric
» Traffic engineering default metric




Constraint-Based Path
Computation

— Constraint-based routing is demand-driven.

— Resource-reservation-aware routing
paradigm:

* Based on criteria including, but not limited to,
network topology

e Calculated at the edge of a network:

— Modified Dijkstra’s algorithm at tunnel headend (CSPF
[constrained SPF] or PCALC [Path Calculation]).

— Output is a sequence of IP interface addresses (next-
hop routers) between tunnel endpoints.




Constraint-Based Path
Computation (Cont.)

— Constraint-based routing takes into account:

* Policy constraints associated with the tunnel and
physical links

* Physical resource availability
 Network topology state

—Two types of tunnels can be established
across those links with matching attributes:

* Dynamic—using the least-cost path computed
by OSPF/IS-IS

* Explicit—definition of a path by using OS
configuration commands




f- @ Constraint-Based Path
Computation (Cont.)

What is the best path from

R1 to R6 with bandwidth of — | Not enough bandwidth.
30 Mbps?

\/—R @ {20,50M} @ R3

{cost, available BW} /
10,100M}

{10,100M} {25y
{10,100M}
=

R4

{20,20M}

{10,100M7} @ 25,20M}

Not enough
bandwidth.




f- @ Constraint-Based Path
Computation (Cont.)

Computed path for a dynamic
constraint-based tunnel over the
least-cost path.

R {20,50M}

10,100M}
10,100M}  122-40M} \
R4

{10,100M} E&F=

/ Path has cost

Administratively defined explicit of 45, not the
path Tunnel is still possible over lowest cost.
any eligible path.

Explicit and Dynamic Traffic Engineering Tunnels




Role of RSVP in Path Setup
Procedures

The goal of RSVP-TE is the same as that of LDP - to distribute
the labels between the LSR and compile the resulting LSP from
the recipient to the sender.

RSVP TE allows you:
* to build a primary and backup LSP,
* reserve resources on all nodes,
detect network accidents,
build pre-workarounds,
do fast traffic redirection,

avoid channels that physically pass through the same path.

LSP - unidirectional, resources will be reserved only in one
direction.




Role of RSVP in Path Setup
Procedures

RSVP TE is very closely related to dynamic routing protocols

* We can use, only protocols based on link-state algorithms,
l.e. OSPF and ISIS.

* OSPF and ISIS are expanding by introducing new elements.
In OSPF - new type of LSA-Opaque LSA, inISIS - new TLV IS
Neighbor and IP Reachability.

* A special modification of the SPF — CSPF (Constrained
Shortest Path First) algorithm is used to calculate the path
between Ingress LSR and Egress LSR.




Path Setup and

Maintenance




Path Setup

— LSP path setup is initiated at the headend of a
tunnel.

— The route (list of next-hop routers) is either:
e Statically defined
« Computed by CBR

— The route is used by RSVP to:
e Assign labels
* Reserve bandwidth on each link
— Tunnel attributes that affect path setup:
— Bandwidth
— Priority
— Affinity attributes




Hop-by-Hop Path Setup
with RSVP

1

R2
s

Path: Path:

Common_Header Common_Header
Session(R3-100, 0, R1-l00) Session(R3-100, 0, R1-l00)
PHOP(R1-2) PHOP(R2-2)
Label_Request(IP) Label _Request(IP)

ERO (R2-1, R3-1) ERO (R3-1)
Session_Attribute (...) Session_Attribute (...)
Sender_Template(R1-l00, 00) Sender_Template(R1-l00, 00)
Record_Route(R1-2) Record_Route (R1-2, R2-2)




Hop-by-Hop Path Setup
with RSVP (Cont.)

R2
1 2

Path State:

Session(R3-100, 0, R1-100)
PHOP(R2-2)

Label Request(IP)

ERO ()

Session_Attribute (...)
Sender_Template(R1-l00, 00)
Record Route (R1-2, R2-2, R3-1)




Hop-by-Hop Path Setup
with RSVP (Cont.)

R2
1@2

Resv:

Common_Header Common_Header
Session(R3-00, 0, R1-l00) Session(R3-100, 0, R1-100)
PHOP(R2-1) PHOP(R3-1)
Sender_Template(R1-100, 00) Sender_Template(R1-100, 00)

Label=25 Label=POP
Record_Route(R2-1, R3-1) Record_Route(R3-1)




Hop-by-Hop Path Setup
with RSVP (Cont.)

R2
1 2

Resv state:

Session(R3-100, 0, R1-100)
PHOP(R2-1)
Sender_Template(R1-l00, 00)
Label=5

Record Route(R1-2 R2-1, R3-1)




Hop-by-Hop Path Setup
with RSVP (Cont.)

143.. 874..]1.1.1.1 4.4.4.4 RSVP 294 PATH Message.|SESSIOM: IPw4-LSP, Destination 4.4.4.4,
143.. &874.. 18.8.15.5 18.8.15.1 RSVP 142 RESV Message. SESSION: IPw4-LSP, Destination 4.4.4.4,

- Frame 14326: 294 bytes on wire (2352 bits), 294 bytes captured (2352 bits) on interface @
 Ethernet II, Src: aa:bb:cc:@8:81:18 (aa:bb:cc:@8:81:18), Dst: aa:bb:cc:88:85:88 (aa:bb:cc:80:85:088)
» Internet Protocol Version 4, Src: 1.1.1.1, Dst: 4.4.4.4
Resource ReserVation Protocol (RSVP): PATH Message. SESSION: IPw4-LSP, Destination 4.4.4.4, Short Call ID @, Tunnel

* RSVP Header. PATH Message.

+ SESSION: IPw4-L5P, Destination 4.4.4.4, Short Call ID @, Tunnel ID 4, Ext ID 181e181l.

© HOP: IPv4, 168.8.15.1

+ TIME WVALUES: 38888 ms

+ EXPLICIT ROUTE: IPw4 18.8.15.5, IPw4 18.8.25.5, IPw4 18.8.25.2,

LABEL REQUEST: Basic: L3PID: IPv4 (GxB588)

© SESSION ATTRIBUTE: SetupPric 7, HoldPric 7, SE Style, [To Linkmeup R4

 SENDER TEMPLATE: IPw#4-L5P, Tunnel Soycce: 1.1.1.1, Short Call ID: @, LSP ID: 43,

 SENDER TSPEC: IntSerwv, Token Bucket, |l@eesed bytes/sec

+ ADSPEC




Tunnel and Link Admission
Control

* Invoked by RSVP Path message:
— Determines if resources are available

— |If bandwidth is not available:
* Link-level call admission control (LCAC) says no to RSVP
* PathErr message is sent

— |If bandwidth is available, this bandwidth is put aside
In @ waiting pool (waiting for the Resv message):

* Triggers IGP information distribution when resource
thresholds are crossed




Path Reoptimization

— Problem: Some resources become
available, which results in a nonoptimal
path of traffic tunnels

— Solution: Reoptimization:

* A periodic timer checks for the most
optimal path
* If a better LSP seems to be available:

— The device attempts to signal the better LSP

— If successful, replaces the old and inferior LSP
with the new and better LSP




Path Reoptimization (Cont.)

Nondisruptive Rerouting — Reoptimization

Some bandwidth became available again.

—> Current Path (ERO = R1 -> R2 -> R6 -> R7 -> R4 -> R9).
» New Path (ERO = R1 -> R2 -> R3 -> R4 -> R9)—shared with
current path and reserved for both paths.

Until R9 gets new Path message, current Resv is refreshed—

PathTear can then be sent to remove old path (and release
resources).




Path Rerouting: Link Failure

e The Goal

— Repair at the headend of the tunnel In
the event of failure of an existing LSP:
* |GP or RSVP alarms the headend.

— New path for LSP is computed, and
eventually a new LSP is signaled.

—Tunnel interface goes down if there is no
LSP available for 10 sec.




Constraint-Based Path

Computation

10.10.2021



CSPF must be aware of constraints and of the available resources on the nodes of
the entire network.

The input data - the restrictions specified in the tunnel and the network topology —
(the topology contains information about available resources in addition to prefixes
and metrics).

Routers communicate with each other through OSPF and ISIS messages not only
basic information, but also characteristics of lines, interfaces, etc.

OSPF introduced 3 additional LSA types:
* Type 9 — link-local scope
* Type 10 — area-local scope
e Type 11 — AS scope

Opaque (for OSPF) - special types of LSA, not taken into account in the OSPF.
They can be used by any other protocols for their needs. TE uses them to build its
topology (it is called TED-Traffic Engineering Database).

ISIS works the same way. New messages: IS-IS TLV 22 (Extended IS Reach), 134
(Traffic Engineering router ID), 135 (Extended IP reach).




Constraint-Based Path
Computation

* Constraint-based path computation
provides several resource attributes
to control LSP path determination.

— Link resource attributes that provide
Information on the resources of each
link.

— Traffic tunnel attributes characterize the
traffic tunnel.




MPLS-TE Link Resource
Attributes

IS neighbor ID: Bee8.28808.8882.82
Metric: 18
SubCLY Length: 58
subTLV: Administrative group (color) (c=3, 1=4)
subTLV: IPwv4 interface address (c=6, 1=4)
subTLV: Maximum link bandwidth (c=9, 1=4)
subTLV: Maximum reservable link bandwidth (c=18, 1=4)
Code: Maximum reservable link bandwidth (1@)
Length: 4
Reservable link bandwidth: 5.88 Mbps
— & SOOTLYT UNTeEserved Danuwidth Le=11, I=32Z)
Code: Unreserved bandwidth (11)
Length: 32
4 Unreserved bandwidth:
priority level @:
priority lewel
priority lewel
priority lewel
priority lewel
priority level
priority level

Mbps
Mbps
Mbps
Mbps
Mbps
Mbps
Mbps
Mbps

MWW W W W W

priority level




MPLS-TE Link Resource Attributes:
Maximum Allocation Bandwidth

Rz@ {50M,20M} @ R3

{100M, 5V {40M, zoy \1\00M ,20M}
{1OOM 20M} {20M,20M}

{20M,10M}

{Physical BW, Reserved BW}

— Maximum bandwidth: the maximum bandwidth that can
be used on this link in this direction (physical link)

— Maximum reservable bandwidth: The maximum amount
of bandwidth that can be reserved in this direction on

this link




MPLS-TE Link Resource
Attributes:
Link Resource Class

C Link Resource Class

=

\@i/gs@/

E

0010

— Link is characterized by a 32-bit resource class
attribute.

— Associated with a traffic tunnel in order to include or
exclude certain links into or from the path of the
traffic tunnel.




MPLS-TE Link Resource
Attributes

Administrative Group (y Juniper: admin-group, y Cisco: Attribute-Flag)
— 3T0O aTpUdYT hn3n4eckoro nHTepdenca, KOTOpbIN MOXXET onucaTb
32 ero OUCKpPEeTHbIX XapaKTepUCTUKMN.

Kakoin 6uT 13 32 3a 4TO OTBEYaeT pellaeT onepaTtop.

Hanpumep:

nepebit GUT = 1 03HaA4YaeT, 4TO 3TO OMTUKA

BTOpOW 6UT = 1 03Ha4vaeT, 4To 3T0 PPJI

TpeTun 6ut = 0 03HavaeT, YTO 3TO JINHNSA B CTOPOHY CeTU A0CTyna, a
1 — MarucTpasabHbIN UHTEepgenc.

YeTBEPTLIN OBUT = 1 03HaAYaeT, 4TO 3TO apeHaa

NATbIN BUT = 1 03HaYaeT, 4To 3To banaraH-Tenekom

lwectonm 6uT = 1 o3HavaeT, 4T0 3TO PUnbKUH-CepTUdUNKaT

ceaobMon 6MT = 1 03Ha4aeT, 4TO 3TO KaHaJ Yepe3 nHTepHeT bes
rapaHTUn.

necaTtbih 6T = 1 03Ha4YaeT, YTOo nosioca NponyckaHms meHblie 500




MPLS-TE Link Resource Attributes:
Constraint-Based Specific Link
Metric

 This metric is administratively assigned to
present a differently weighted topology to traffic

engineering SPF calculations:
» Administrative weight (TE metric)




= ' MPLS-TE Tunnel Attributes

— Traffic parameter

— Generic path selection and management
—Tunnel resource class affinity

— Adaptability

Priority

Pre-emption

Resilience




MPLS-TE Tunnel Attributes
* (Cont.)

Traffic Tunnel A to B C Link Resource Class
== N

A@\m
e — S

D E
0010

* Tunnel Resource Class Affinity:

— The properties that the tunnel requires from internal links:

» 32-bit resource class affinity bit string + 32-bit
resource class mask

— Link is included in the constraint-based LSP path when the
tunnel resource affinity string or mask matches the link resource
class attribute.




-TE Tunnel Attributes

— Adaptability:
 If reoptimization is enabled, then a traffic tunnel can be

rerouted through different paths by the underlying
protocols:

— Primarily due to changes in resource availability
— Priority:
* Relative importance of traffic tunnels

— Pre-emption:
 Determines whether another traffic tunnel can pre-empt a
specific traffic tunnel:




-TE Tunnel Attributes

e Resilience:

— Determines the behavior of a traffic
tunnel under fault conditions:
* Do not reroute the traffic tunnel

* Reroute through a feasible path with enough
resources

* Reroute through any available path
regardless of resource constraints




Implementing TE Policies
with
Affinity Bits
— Link is characterized by the link resource

class
e Default value of bits is 0

—Tunnel is characterized by:

* Tunnel resource class affinity
— Default value of bits is O

* Tunnel resource class affinity mask
— (0=do not care, 1=care)
— Default value of the tunnel mask is OXxOOOOFFFF




Implementing TE Policies

with

Affinity Bits (Cont.)

Setting a link bit in the lower half drives all tunnels off the link,
except those specially configured.

Tunnel Affinity: bits = 0000, mask = 0011

-

Traffic Tunnel Ato B

C

l Link Resource Class ]
/

e

00 D

Tunnel A to B:

Only ADCEB is
possible.

P
== OO/‘\%OO &t

E

Using Affinity Bits to Avoid Specific Links




Implementing TE Policies
with
Affinity Bits (Cont.)

A specific tunnel can then be configured to allow all links by clearing
the bit in its affinity attribute mask.

Tunnel Affinity: bits = 0000, mask = 0001

N —

Traffic Tunnel A to B C
==

A O/U\ O/UB
0

| - st

D 0 E

Tunnel A to B:

Again, ADEB and ADCEB are
possible.

Using the Affinity Bit Mask to Allow all Links




Implementing TE Policies
with
Affinity Bits (Cont.)

A specific tunnel can be restricted to only some links by turning on the
bit in its affinity attribute bits.

Tunnel Affinity: bits = 0010, mask = 0011

N

Traffic Tunnel A to>

& m

'D 10 'E'

Tunnel A to B:
ADEB is possible.

Using Affinity Bits to Dedicate Links to Specific Purposes




@ Constraint-Based Path
Computation (Cont.)

Request by tunnel:

From R1 to R6; Priority 3, BW = 30 Mbps Link R4-R3
Resource Affinity: bits = 0010, mask = 0011 is excluded.

RZ@ {0010} @ R3

{Link Resource Class} " .7
{0010} {0011},-° {0010}
’

’

{0010} .’ {0010}

R1 @ U@ R6
R4 /
{0010} {0010}

RS

Path Selection Considering Policy Constraints




Constraint-Based Path
Computation (Cont.)

Request by tunnel: — | Not enough
From R1 to R6; Priority 3, BW = 30 Mbps bandwidth

Resource Affinity: bits = 0010, mask = 0011

{20,3,50M}

R2 @ ~F= T

{cost,priority,available BW}}
{10,3,100M} 10,3,100M}

{10,3,100M}

Rl ==

B R4

{10,3,100MIP\_EZ=

RS

{20,3,20M}

=L

Path Selection Considering Available Resources




Constraint-Based Path
Computation (Cont.)

The headend router has two possible paths with a total cost of
40: R1 - R2 — R3 - R6 and R1 — R5 — R6, both offering at least 50 Mbps

(minimim bandwidth). Because of the smaller hop count, R1 — R5 — R6
IS selected.

RZ@ {20,3,50M} @ R3

{cost, priority, available BW}
{10,3,100M} 10,3,100M}

/@Rﬁ
{30,3,50M}

Selecting the Best Path

{10,3,100M}




Traffic Flow

Modifications

—|In contrast to LDP LSP, on which traffic
runs by default, we need to direct traffic
In TE-tunnels.

— Static route
— PBR
— |GP Shortcut

w Tunnel—pollcy - NMpUMeHSEeTCH A5 NepeHanpaBieHuns
NCKN4YnTesibHO Tpadpuka VPN B TyHHenu.
To ecTb B pexxume HacTtponkm VPN (He BaxHO, L2 nnn L3)
YKa3blBaeTCA KaKOM TYHHe b A0J/I>XKeH ObITb NMCMNOJIb30BaH.




|GP Shortcut

* 3TOT cnocob Hanbosee pacnpPoCTPaHEHHbLIN U
nooaep»XmMBaeTcs NoYTn BCEMU MPON3BOANTENAMN.
MapLlupyTmnsaTop paccMaTpuBaeT TYHHEeNb, KakK
BUPTYasibHbIN MHTepdenc. N yepes aToT nHTepdenc
yOaNE€HHbIE MapLUPYyTU3aTopPbl CIOBHO 6bl HEMOCPEACTBEHHO
NOOKJIIOYEHbI K JIOKAJIbHOMY.,

C nomouwbto IGP Shortcut Mmbl BbIHY>XAaeM MPOTOKON
MapLlpyTmnsaumm Ha Ingress LSR paccmaTprBaTb TYHHE b
KakK 0bbl4HY0 nnHM0 — Egress LSR byanTto 66l noaktoyeH
HenocpencTBeHHO. A COOTBETCTBEHHO U BCe CeTwu,
Haxoadawmecs 3a Egress LSR, 6yayT OOCTYnHbI 4Yepes
TYHHEe b.

Takum obpa3oM BCE, 4Yben TOYKOWN Ha3HAYEeHUNSA ABNSAETCH
3TOT MapLUpyTU3aToOp, NN Y3Jbl 3@ HUM, OyeT OTrnpaBJIEHO
B TYHHeNb. B TOM 4yncne n VPN-nakeThbl.




= - Tunnel management
methods

— MPLS te path metric

—The restriction on the bandwidth
— Explicit-Path

— The priorities of tunnels




= - Tunnel management
& methods

— The restriction on the bandwidth

* Offline Bandwidth - A method that uses a static
setting of the required bandwidth value

* Auto-Bandwidth - This method involves tracking
the tunnel load over a period of time and then
adapting the reservation.

* Adjust Interval — the time during which the router monitors traffic

and tracks peaks.
* Adjust Threshold-the threshold after which RSVP overwrites the

reservation.




Fast Reroute

e Fast Reroute allows for temporary routing around a
failed link or a failed node while the headend is
rerouting the LSP:

— Controlled by the routers with preconfigured backup
tunnels around the protected link or node (link or node
protection).

—The headend is notified of the failure through the IGP and
through RSVP.

—The headend then attempts to establish a new LSP that
bypasses the failure (LSP rerouting).
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Primary CR-LSP Secondary CR-LSP q Best-Effort CR-LSP

OcHOBHOT 3amacHom Kak nosnyumrcs




Fast Reroute

Primary — 370 ocHoBHOW LSP, KoTOopbIn 1 ByaeT NCnoJib30BaTbCA A8 nepenayu
Tpaduka.

Secondary — 3anacHou LSP. Ecnu Ingress PE y3HaéT oT nageHuUn OCHOBHOIr0 — OH
nepesBoanT TPaduK Ha 3anacHoWN.

[locneoHMin B CBOIO o4Yepeb TOXKe MOXKeT bbiTh:

Standby — Bcerpga HarotoBe: NyTb 3apaHee Bbl4UCeH U LSP curHanmnsmosaH. To
eCTb OH Cpa3y roToB NoaAxBaTUTb TPpauK. Mo)KeT TakXe Ha3blBaTbCcA Hot-standby.
Non-standby — nyTb 3apaHee Bbl4UC/IEH, HO LSP He curHannsmnposaH. lNpwu
nageHmn ocHoBHOro LSP Ingress LSP cHa4vana ¢ nomouwbio RSVP-TE cTtpouT
3aracHoW, NOTOM MycKaeT B Hero Tpaduk. 3aTo rnoJjioca He npocTameaeT
3ape3epBmpoBaHHada. MoxeT Ha3biBaTbCAa Ordinary.

Best Effort — ecsin oCHOBHON 1 3aNacHOM NYTU C/IOMasIUCb UKW HE MOTyT ObITb
ynoBseTBopeHbl ycioBus, To RSVP-TE nocTponT XoTb Kak-HMbyOb 6e3
pe3epBrpoOBaHNA PecypcCcosB.




Fast Reroute

a) 3ammirra mEnos (Link Protection) 0) 3ammirra yzna (Node Protection)




Fast Reroute

TepMUuHoONIOruA

PLR — Point of Local Repair — 3T0 y3eJ/, KOTOPbI MHNLUUUPYET 3alnTy
NHUM nnn ysna. Moxet 6bITb Ingress PE nnun nobon TpaH3UTHLIN P, HO

He Egress PE

MP — Merge Point — To4Ka cxofa, Kyha npuxoanT 3alUTHbIN TYHHENb.
Jltobonn TpaH3uTHbIN P nnn Egress PE, Ho He Ingress PE.

Primary LSP nnun Protected LSP — ucxoaHsin LSP, koTopbi TpebyeT

3aLlLUTHhI.

Bypass LSP — 3auunTHbIN LSP.

NHOP — Next Hop — cneaytwowmin nocse PLR y3en B Primary LSP.

NNHOP — Next Next Hop — COOTBETCTBEHHO C/ieaAyOLWNI y3es nocne
Next Hop.




Fast Reroute

FRR Link Protection

3apada FRR — cnactu nakeTbl, KOTOpble y)Xe nepepaloTcs, yeeasa ux Ha Bypass LSP.

Korpa PLR 3aMeyaerT, 4TO JINHUA, Yepe3 KOTOPYIO JIEXXUT TPaH3uTHbIN LSP, ynana, oH
nepeHanpaBnseTt Tpacduk. He Ingress PE, a MME@HHO TOT y3eJ1, HA KOTOPOM NMPOU3OLLEJ
obpbiB. lNapeHue nuHKa puKcupyeTca nNo nageHuio uHtepdgenca nnm BFD-ceccum.

Y100ObI TaK OLICTPO NepeHanpaBuTb NakeTbl, Bypass LSP poJsixeH ObITb NOCTPOEH
3apaHee.

Kaxabi y3en no xoay Primary LSP nweT, Kak o6onTM napeHue cnepnylowero JIMHKa 1
nageHuve cnepyoLwero yssna. To eCTb OH 3anyckKaeT NoJIHbI MeXaHU3M nocrpoeHun LSP:
CSPF no MP (NHOP pnsa cnyyasa napeHusa nuHka u NNHOP gna cayyasa nageHus y3na)
OTnpasnseT no npociutaHHoMmy nytu RSVP PATH c 3anpocoM pe3epBUupoBaHUA.
Mony4yaet RSVP RESV, ecnu pe3sepBupoBaHue yaanocCh.

TYHHeNnu CTpoATCA aBTOMAaTU4YeCKU U He oTobparkatoTca B KOHpurypauum. Ho B
OCTaJIbHOM 3TO OObIYHbIE@ TYHHEJN.

TexHu4yecku, obbiyHbiM FRR TpebOyeT py4yHOM HacTponku Bcex Bypass-TyHHenen. To ecTb
onepaTop caM A0JIKEH npeaycMoTpeTb BCe MecCTa, rae MoXKeT YTO-TO CJioMaTbCAa U
HaCTpPOUTb pe3epBUpOBaHMe.

CywectByeT MmexaHusMm AutoTunnel, KOTOpbIA MHCTPYKTUPYET KaXkKAblA y3eJ1 Ha NyTHU
Primary LSP caMmocTOoATeNIbHO U aBTOMAaTU4YECKU paccumuTbiBaTb Bypass-TyHHenu.
BknioyaeTtcs oH Ha Ingress LSR koMmaHpnoun




Fast Reroute

PHF:

Swep Tunrel - B
‘ F" 4 \S\PD[JTLHI"el

Push Bypass

Push VPN
Push Tunnel

Primary CR-LSP B Bypass CR-LSP

OCHOBHOIL Obxonmort




