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Fixed-Priority Scheduling (FPS)

 This is the most widely used approach

 Each task has a fixed,  static, priority which is 
computer pre-run-time

 The runnable tasks are executed in the order 
determined by their priority

 In real-time systems, the “priority” of a task is 

derived from its temporal requirements, not its 
importance to the correct functioning of the system 
or its integrity



Earliest Deadline First (EDF)

 The runnable tasks are executed in the order 
determined by the absolute deadlines of the tasks

 The next task to run being the one with the 
shortest (nearest) deadline

 Although it is usual to know the relative deadlines 
of each task (e.g. 25ms after release), the absolute 
deadlines are computed at run time and hence the 
scheme is described as dynamic









Response Time Equation
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Where hp(i) is the set of tasks with priority higher than task i

Solve by forming a recurrence relationship:

j
ihpj

j

n

i

i

n

i
C

T

w
Cw  














)(

1

The set of values                             is monotonically non decreasing.

When                  the solution to the equation has been found; 

must not be greater that      (e.g. 0 or     )
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Mars Pathfinder

















Priority Ceiling Protocol

 Each task has a static default priority assigned (perhaps by 
the deadline monotonic scheme)

 Each resource has a static ceiling value defined, this is the 
maximum priority of the tasks that use it

 A task has a dynamic priority that is the maximum of its 
own static priority and any it inherits due to it blocking 
higher-priority tasks

 A task can only lock a resource if its dynamic priority is 
higher than the ceiling of any currently locked resource 
(excluding any that it has already locked itself)



Priority Ceiling Protocol

 A high-priority task can be blocked at most once 
during its execution by lower-priority tasks

 Deadlocks are prevented

 Transitive blocking is prevented

 Mutual exclusive access to resources is ensured (by 
the protocol itself)





Response Time and Blocking
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Insufficient Priorities

 If insufficient priorities then tasks must share 
priority levels

 If task a shares priority with task b, then 
each must assume the other interferes

 Priority assignment algorithm can be used to 
pack tasks together

 Ada requires 31, RT-POSIX 32 and RT-Java 
28













Upper Bound for PD Test
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U is the utilisation of the task set, note upper bound not

defined for U=1

[U.C. Devi. An Improved Schedulability Test for Uniprocessor 
Periodic Task Systems]



PD Test with Blocking
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