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Problems of Telecom Operators 

– Network traffic is growing 

– More network hardware are required (CAPEX) 

– Income is not growing 

– Infrastructure consists of proprietary expensive 
network equipment. 

– Static resource allocation. 

– The implementation of a new network services 
takes up to 18 months. 
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Virtual Network Services 
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NFV Evolution Levels 
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NFV Evolution 
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NFV Evolution 
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NFV Benefits 

NFV is porting network functions to virtual 
machines: 

• Simplify the deployment and upgrade of both 
software and hardware 

• Cost reduction through the use of standard 
servers 

• Grouping services 
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Examples 
BRAS 

• User Session Termination 

• Interested in the benefit per user ~ 1Mbps 

• The cost of existing solutions is approximately 10k for 
10Gbps => One connection = $ 1 

• With NFV: one server can handle 50Gbps. Cost $ 5k => One 
connection = $ 0.1. 

 

• CG-NAT 

– Address Translation 

– The high cost of existing solutions. 

– You save: $ 16 -> $ 4 -> $ 2 per connection 
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Architecture (ETSI) 
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Basic Concepts 
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Basic Concepts (2) 
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Basic Concepts (3) 
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NFV Use Cases 
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Part II: Network Services 
Performance Issue 
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Network Services Performance Issue 
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Virtualization Platform Node 
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Bottlenecks 

• Linux Networking Stack 

– 300Kpps 

• Open vSwitch 

• VM 

Advanced Computer Networks              
Vasily Pashkov 

19 



Bottlenecks (OVS) 

• Delay: 

– 11us 

• Throughput: 

– 1 Mpps 
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Bottlenecks (KVM) 

• Delay: 

– 300us 

• Throughput: 

– 20Kpps (kernel OVS) 

– 200Kpps (userspace OVS) 

Advanced Computer Networks              
Vasily Pashkov 

21 



Service Requirements 

• Ability to bind VM to processor cores 

• Scaling a service on a VM using existing processor 

cores 

• The ability to start a service without a VM 
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Intel DPDK 

• Intel DPDK is a set of libraries and drivers for 
fast packet processing on Intel platforms. 

• Using large virtual pages (huge pages 2mb / 
1gb). 

• The placement of objects evenly across all 
channels of RAM. 

• The address space of the card is accessible 
from userspace. 

• Non-blocking queues for packet 
transmission. 

• No interruptions in DPDK drivers - active 
loop. 

• Active use of SSE instructions for processing 
packets. 

• Allocation of entire processor cores for tasks. 

DPDK = Data Plane Development Kit 
http://intel.com/go/dpdk/ 
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• Open vSwitch - is a virtual software switch 
that provides connectivity between virtual 
machines and physical interfaces. 

• Supports Ethernet switching with VLAN, 
SPAN, RSPAN, GRE, sFlow, Netflow. 

• Supports OpenFlow 1.2, 1.3. 
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Open vSwitch Architecture 

Intel© DPDK 
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Intel DPDK vSwitch 

• https://github.com/01org/dpdk-ovs 
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Virtual Machines 

Ways of work: 
• VIRTIO 

– Transparent for virtual machine 
applications 

– Slow 

• IVSHMEM 
– Highest speed 
– Requires sharpening a service under 

Intel vSwitch 

• Vhost 
– average speed 
– Transparent for DPDK applications 

KVM 

VirtIO DPDK 

VirtIO 
Eth 

App 

DPDK 
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Results: Phy-to-Phy (Kpps) 
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Results: Phy-to-VM (Kpps) 
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Part III: NFV+SDN 
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SDN vs NFV 
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Main Goals 

• Orchestration 

– +planning 

• Service Chaining 

– Acl->fw->dhcp->lb 
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Example 
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vCPE – Virtual Customer Premise 
Equipment 
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• The client has a small box, a weak CPU, tagging support (as a rule) 

• Part of the services at the client, part in the cloud 
– NAT, FW, DHCP, ACL, QOS 

– Personal Area 

• Configuration - SDN, Dynamic Service Raising - NFV 



• The evolution of network services 
– Proprietary hardware 

– Software solutions on regular servers 

– Virtual solutions in the clouds 

• Virtual machine is a unit of control 

• Flexibility, scalability, performance 
 

 

 

 

 

Conclusion 
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• SDN – software control and management of computer 
networks 

• NFV – launching of network services as programs in a 
virtual environment 

• SDN+NFV – independent and complementary 
technologies, strength in their simultaneous 
application: for example, orchestration of virtual 
services. 

• SDN/NFV World Congress video 
–  https://vimeo.com/111458169 

 

 
 
 

 
 

 
 

Conclusion: SDN/NFV 
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